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Abstract. The Fisher-Rao distance is a measure of dissimilarity between two probability
distributions that is defined from a Riemannian metric called Fisher’s metric. Such metric
is generated by Fisher’s information matrix in the space of the parametric family of
probability distributions for a given statistical experiment. These concepts are in the core
of a relatively new research subfield of Mathematics, in the confluence of the subareas
of Probability, Mathematical Statistics and Differential Geometry and has been called
Information Geometry.

In this Probability Seminar, we will consider a statistical experiment whose parametric
family is given by univariate Gaussian distributions. We will show the role that the
hyperbolic Poincaré plane plays in determining a closed analytic formula for the Fisher-
Rao distance between two distributions in such a statistical experiment.

This talk is introductory in which some basic concepts of the subject will be approched.
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